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Abstract

Low-earth orbit (LEO) satellite constellations are a special
type of cyber-physical systems. Their meteoric rise has led
to the proposition of many novel use cases and applications.
Recent research has also highlighted the broad and unique
threat landscape afflicting LEO constellations. However, the
CPS security community lacks an experimentation platform
to thoroughly identify and explore attacks and their corre-
sponding defenses. We report our experience in building
such a platform and perform initial case studies.
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1 Introduction

“New space” industries are on the rise. The decline of satellite
launch costs, enabled by reusable rockets, has significantly
lowered the barrier of entry. Several major players, includ-
ing Starlink [32], Kuiper [47], and Telesat [68], are actively
working towards building LEO constellations composed of
hundreds to tens of thousands of satellites [32] to grasp this
opportunity to deploy novel network services. Starlink, for
instance, already provides satellite internet access to 250k
users today [62], and aims to reach 42k satellites [32]. In
addition, defense agency programs, such as DARPA Black-
jack [26], also capitalize on this trend for military purposes.
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LEO networks provide substantial benefits over existing
networking capabilities. They achieve much lower latency
than existing satellite networks operating in geostationary
orbit (GEO), and compete with terrestrial fiber internet in
many markets, both in terms of latency [29] and coverage
(e.g., serving internet to warzones disconnected from the ter-
restrial network, as practiced in the armed conflict between
Russia and Ukraine [12]). Further, LEO satellites enable space-
native tasks like satellite image processing [42]. These trends
have in turn garnered significant interest from academia,
resulting in a line of work on LEO computing [3, 5, 59], net-
working [4, 30, 45], and applications [19, 64].

LEO constellations are a special type of CPS infrastructure
and, as such, high-value assets. Just like for critical terrestrial
infrastructures — such as electric grids [15, 61] and datacen-
ters [6, 35] — the security of LEO constellations is paramount
as they will be prime targets for attacks. With compute, net-
working, storage, and sensory systems equipped to each
satellite, LEO constellations exhibit a similar range of attack
vectors. In fact, security concerns are amplified due to the
unique characteristics of LEO constellations. Mobility across
geographic regions including potentially hostile countries,
and the lack of physical perimeters in terrestrial deployments
(e.g., datacenter warehouses) lead to further complications.
LEO attacks are also harder to detect and remedy, since phys-
ical access, intervention, and maintenance are difficult. LEO
attacks also threaten to cause disproportionately higher dam-
age, as constellation resources are more scarce and costly
compared to terrestrial counterparts (e.g., cloud datacenters).
Combined, LEO attacks are a very immediate concern: re-
searchers have demonstrated their feasibility in the lab [28]
and attacks have been recently reported in the wild [48].

We believe that the security community has much to offer
in protecting the emerging LEO ecosystem. With thorough
experimentation and analysis, researchers will be able to
adapt tried-and-true defenses to space and rapidly test novel
ideas for newfound attacks. However, our community is
currently handicapped by the lack of a proper security ex-
perimentation platform that can accurately emulate LEO
constellations, including their orbital properties, networks,
and compute capabilities. The utility of emulators for scien-
tific advance is clear from the widespread usage of terres-
trial simulation and emulation platforms—e.g., Mininet [44],
ns3 [56] or SimGrid [7]. For LEO constellations, however,
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existing platforms [37, 70] only perform network-level simu-
lation. Emulation up the stack, in particular for LEO security
experimentation, is not addressed by existing work.

We have been developing a LEO constellation emulator,
named Stargaze, for high-velocity security experimentation.
By “velocity” [16], we refer to the rapidity of developing
and experimenting with attack and defense techniques in
an automated and reproducible manner, as well as the easy
incorporation of new features to further increase emulation
fidelity. By building this emulator, our ultimate goal is to
enable two classes of experimentation: a) emerging LEO
attacks and defenses (i.e., security for LEO constellations),
and b) unique security protections afforded by these satellites
(i.e., LEO constellations for security).

Stargaze is a software emulator constructed from familiar,
commercial-off-the-shelf (COTS) components (e.g., Kuber-
netes [41]), while capturing two unique properties of this
CPS infrastructure—mobility and reconfigurability. First, LEO
satellites orbit the earth at = 27, 000km/h, and their relative
speed difference to the Earth’s rotation makes them a mobile
infrastructure. A geographic location (e.g., ground stations
or user terminals) will be served by a constantly shifting
fleet of satellites. Thus, Stargaze needs to continuously cal-
culate the orbital trajectories and geometries of a desired
constellation [32, 47, 68]. We develop a technique called slice
emulation to precisely construct parts of the constellation
that serve particular geographic regions, at a given time and
as time evolves. This eschews the overhead of emulating
entire constellations, making Stargaze a suitable candidate
even for resource-constrained testbeds.

The need for reconfigurability, on the other hand, stems
from the use of inter-satellite links (ISLs) [79]. ISLs enable di-
rect Sat-to-Sat communication, without bouncing data back
and forth through intermediate ground stations in what used
to be a “bent pipe” architecture [4]. With free-space laser,
each satellite can typically establish four high-speed ISLs
with neighboring satellites [4, 76]. Moreover, in contrast to
standard topologies in cloud datacenters (e.g., Clos [13], or
Fat-trees) that are symmetric and static, ISL topologies can be
reconfigured [9, 11, 63], and permit a wider range of design
choices (e.g., +grid, motif) [4] that can be further morphed to
suit different workloads or service regions. ISLs are also a cen-
tral topic of study in the security realm, where researchers
have demonstrated the effectiveness of denial-of-service at-
tacks by congesting selected ISLs [28]. Experimentation with
the LEO constellation diversity would thus enable a deeper
exploration for LEO security.

While Stargaze is an ongoing effort, our current prototype
supports experimentation on security for LEO constellations,
and its source code is available online [40].

2 Overview and Motivation

With a wide range of use cases, LEO constellations have
become critical CPS infrastructure. LEO satellites operate at

Patrick Tser Jern Kon, Diogo Barradas’, Ang Chen

an altitude orders of magnitude lower compared to their GEO
counterparts (<2000 km for LEO vs. 30000 km+ for GEO).
The closer range enables LEO satellites to deliver lower-
latency services, but at the same time they must orbit the
Earth at higher speeds, with a much shorter orbital period,
and a much smaller cone of coverage [3]. This results in a
mobile infrastructure where each user is only continuously
served by a satellite for several minutes. Moreover, each
LEO satellite only covers a small fraction of service regions
compared to GEO satellites. Thus, a constellation of LEO
satellites are needed for full coverage, which are organized
in orbital shells consisting of many “parallel” planes, as shown
in Figure 1. A full construction would also equip satellites
with ISLs, so that they can communicate with each other
without relaying data through ground stations (GSs) in a
bent pipe architecture. This enables efficient data transfer, as
GS-to-Sat links suffer from tropospheric attenuation, lower
bandwidths and higher latency and latency variation [30].
So far, three classes of use cases have been proposed:

Networking. Delivering network services to underserved
(e.g., parts of Africa), unpopulated (e.g., maritime activities),
or battlefield regions, where terrestrial fiber deployments
are difficult. Even for well-connected regions, LEO satellites
can potentially provide lower latency than terrestrial fiber,
as fiber deployments are usually far longer than geodesic
distances and light travels ~47% faster in free space [29].

Compute. Equipping satellites with computing hardware
and software [3, 23] further enables edge services in LEO
constellations, e.g., for processing images and videos cap-
tured in space without having to relay them back to the
GS. This saves GS-to-Sat link bandwidth and delivers faster
reactions to events of interest (e.g., maritime surveillance).

General services. LEO infrastructure further enables gen-
eral applications, ranging from federated learning on satellite
data [64] to wartime communication and coordination [26]
to remote sensing [19].

Thus, enduing LEO constellations with security properties
is paramount as both industry and academic communities
explore the benefits of deploying space services.

2.1 The need for security experimentation

We hope to enable research in both security for LEO constel-
lations, experimenting with LEO attacks and defenses, and
LEO constellations for security, exploring the use of LEO for
offering better security protections to terrestrial services.
Given the nascent state of LEO technologies, this section
does not aim to curate a comprehensive list of useful experi-
ments but rather provide example first steps that could lead
to further developments in the field.

Security for LEO constellations. Recent work has started
to distill the broad attack surface of LEO constellations [58,
72]. Amongst existing examples of vulnerability exploita-
tions in LEO constellations [53, 60], a noteworthy endeav-
our is Icarus [28], a customized DDoS attack that exploits
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Figure 1: (a) Select parameters from Starlink’s first
Shell. (b) Communication model: GS-to-Sat uses radio
links, Sat-to-Sat uses laser links. (c) Subset of Starlink
orbital planes (green lines). A possible ISL configura-
tion for some satellites is shown (orange lines) in +grid:
a Sat forms two links with its immediate neighbours in
the same plane and two links to Sats in adjacent planes.
Two GSs: Sao Paulo (gray), and Fortaleza (purple).

the topology and path structure of LEO constellations to
cause traffic congestion at specific ISLs and severely im-
pact the dissemination of legitimate traffic. Icarus can be
regarded as the “space equivalent” to what is known as a
link-flooding attack [36, 66] in terrestrial networks. Exper-
imentation is needed for further exploration, as Icarus has
merely scratched the surface regarding the design of resilient
routing schemes in LEO constellations. Briefly, Icarus (a)
does not consider emerging capabilities of LEO networks
like ISL runtime reconfiguration; (b) focuses on a static +grid
ISL topology across the LEO constellation, but ignores al-
ternative yet popular topologies like motif [4]; and (c) does
not study effective countermeasures against DDoS attacks,
neither in steady state, nor in the presence of satellite fail-
ures [74] or intermittent satellite operation [19]. The ability
to emulate application-level behavior is important as it in-
creases the range of security experiments we can construct,
such as application-level, asymmetric DoS attacks and de-
fenses [10, 18]. We elaborate on these aspects in Section 2.2.

LEO constellations for security. Space-based Earth obser-
vation platforms have long provided monitoring and surveil-
lance capabilities that enable both military and civilian agen-
cies to tackle security challenges arising from illegal im-
migration, transnational crime, maritime piracy, and emer-
gency response [20, 24, 50]. Traditionally, the collection of
high-resolution Earth imagery was constrained by limited
on-satellite storage, and by the number of opportunities that
satellites had to beam images down to ground stations when
they come into close range [55, 75]. With ISLs, satellites can
bridge this gap by routing satellite imagery towards satel-
lites that are within the range of a ground station [34, 73].
This allows satellite surveillance systems to continuously
collect data while speeding up the transmission of satellite
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imagery to terrestrial datacenters where sensitive surveil-
lance data can be processed and archived. This requires ex-
perimentation on (a) the effects of different constellation and
ISL topologies on the processing and propagation speed of
satellite imagery; (b) throughput variations across different
topologies in the event of random and/or correlated satellite
failures (e.g., solar flares disabling portions of the constel-
lation); and (c) how QoE may be affected during transient
ISL link disruptions due to maneuvering (e.g., to avoid space
debris) or satellite power intermittence [19].

2.2 Security threats to LEO constellations

Despite the growing importance of LEO satellite constella-
tions, research has yet to catch up in terms of the identifi-
cation, evaluation, and mitigation of their security threats.
Indeed, while current LEO constellations are prone to a sim-
ilar range of threats like those affecting terrestrial cyber-
physical systems or even other types of satellites (e.g., GEO
satellites), these threats’ details are markedly distinct. Such
differences stem from LEO constellations’ mobility (e.g., fre-
quent passes through potentially hostile countries), physical
inaccessibility that makes human intervention impossible,
comparative lack of standardized regulations guiding satel-
lite cybersecurity [57], diverse use cases due to private in-
dustry involvement, and the increasingly common use of
COTS equipment in these satellites (e.g., giving attackers the
ability to analyze vulnerabilities in such equipment). These
differences chip away at previous assumptions on space se-
curity [43, 52, 57, 71]. The following is a non-comprehensive
but important sampling of these potential threats:

Denial-of-service attacks. An attacker could perform sig-
nal jamming (i.e., overpowering the signal of a particular fre-
quency with a higher powered signal at the same frequency)
to disrupt legitimate radio up/down-link traffic. Real-world
examples include Indonesia jamming signals of satellites due
to a dispute over orbital slot access with Hong Kong [21], and
jamming from non-state actors such as the Tamil Tigers [27].
Other forms of DDoS include volumetric attacks where a
massive number of globally distributed bots overwhelm vic-
tim endpoints (e.g., ground stations), and link congestion
attacks (as demonstrated by Icarus [28]). Such attacks are pos-
sible because: satellite positions are public knowledge; bots
deployed anywhere can still reach the victim, and; because
routing is predictably shortest-path given that path diversity
is relatively low in the current constellation ecosystem.

Remote hijacking and malware attacks. In contrast to
previous closed-source satellite systems, recent LEO satel-
lites leverage COTS components that have not been explicitly
conceived and hardened for deployment in critical infrastruc-
tures. This opens up the possibility for attackers to target
and exploit vulnerabilities in these hardware and software
components, making remote hijacking attacks highly fea-
sible. Examples of such attacks include hackers command-
ing unauthorized maneuvers of NASA Satellites [51], the
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German-US ROSAT x-ray telescope inexplicably changing
its orientation to direct its optical sensors at the sun which
leads to irreparable hardware damage [22], reuse for adver-
sarial purposes [17, 27, 43], privilege escalation to send flight
control commands from payload software applications [14],
and conducting replay attacks to reissue intercepted satel-
lite maneuvering commands [57]. Compromised software
supply-chains involving software with malware implants,
bugs, or vulnerabilities are another well-known threat vec-
tor [33] which may compromise satellites with preinstalled
software (pre-launch) or software updates (post-launch).

Spoofing attacks. An attacker establishes itself as a trusted
user/client [25] and spoofs packets. This has been demon-
strated in the past on satellites providing GPS built with
COTS components [46, 69] where GPS receivers were sent
spoofed signals, or through attacks that exfiltrate data from
compromised computer systems [67].

2.3 Existing simulators are inadequate

An ideal LEO constellation emulator would be able to a)
model the threats outlined in the previous section, b) provide
sufficient realism to capture the effect these threats have
on network traffic and on actual applications (or arbitrary
system-level code) running on any constellation (e.g., in
terms of latency, bandwidth, availability, and consistency),
c) deploy and evaluate different mitigation strategies, and d)
be released in open source to enable researchers to conduct
their own experiments. Unfortunately, no existing simulator
fulfills all these four requirements.

Orbital simulators: Tools like GMAT [54] and STK [2] are
meant for space mission design and navigation, and pro-
vide accurate orbit trajectory determination for spacecraft.
SaVi [77] can additionally generate orbital coverage of a
satellite constellation in 3-D. However, all three do not pro-
vide network simulation capabilities, in terms of topology,
link-interconnect or measurements.

Satellite network simulators: SNS3 [49] is a simulator
built on top of ns-3 [56] that models GEO satellite commu-
nication channels, but it cannot model LEO satellites and
their ISL topology. The same applies to OpenSAND [65].
The simulator proposed by Henderson and Katz [31] is lim-
ited to modeling polar constellations, neglecting non-polar
constellations that compose the bulk of existing LEO constel-
lations. On the other hand, the work by Handley [29] is able
to simulate a constellation’s path trajectories and latency
measurements, but lacks the ability to simulate network
packet-level behavior, and their software is closed-source.
Hypatia [37] is a LEO constellation network-level sim-
ulator and visualizer that is capable of modeling satellite
characteristics and the dynamism of space. While it enables
network-level simulation effectively, it lacks the ability to de-
ploy real applications or system-level code, as network traffic
is simulated and not generated by actual programs. It is also
incapable of capturing system-level effects (e.g., the extent
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to which an adversary-induced fault can have on application
throughput) that could be crucial in real-time deployments.
Another simulator proposed by Denby and Lucia [19] also
suffers from similar drawbacks as Hypatia, and further, it
focuses on edge computing on very small power-constrained
nano-satellites that eschew the need for online coordination
or cross-link communication, and hence is not designed to
simulate the intricacies of LEO constellations.

It is worth reemphasizing the importance of thoroughly
analyzing threats and testing security improvements to LEO
constellations, prior to their deployment, given the scale,
monetary value, and proliferation of LEO constellations.
Such experimentation is relevant not only for current threats
but also for future threats that may arise. Furthermore, an
emulator that models the characteristics of a wide range of
constellation configurations would open up the possibility
to develop solutions that are either constellation-specific, or
compatible across groups of constellations.

3 The Stargaze Emulator

Stargaze is a security emulator for LEO constellations that
fulfills the aforementioned requirements and that is con-
structed from COTS software components (e.g., Kubernetes,
Linux tc [39]). It is easily deployable in academic testbeds for
high-velocity experimentation. Given a configuration script,
Stargaze automatically constructs constellation slices that
are sufficient for the experimentation. Stargaze also provides
a modular platform, where new features could be added to
enhance the emulation (e.g., link failure models and signal-
to-noise ratio models). To showcase its emulation capability,
we perform case studies with ISL attacks and defenses using
these features (Section 4). While our current experiments
are limited to security for LEO constellations, we believe that
LEO constellations for security experimentation boils down
to the use of a similar range of features provided in Stargaze.

3.1 Modular configuration of the emulator

Users of Stargaze provide a constellation initialization script,
which configures a LEO environment. The configuration in-
cludes two types of devices: space devices (satellites), and
ground devices (user terminals and ground stations). It also
exposes various user-tunable parameters, including selec-
tion of satellite constellations (e.g., Starlink’s first shell), ISL
topologies (e.g., +grid), link bandwidth capacities, geographic
locations, emulation timescales, and compute capabilities
(e.g., CPU count and available memory). For highly customiz-
able experimentation, users also have the option of providing
a configuration of finer granularity, instead of constellation-
wide parameters. For example, users can also configure the
altitude, inclination, orbit number, number of ISLs and for-
warding behaviour of each satellite, and the cone of coverage
of each ground device. For the purposes of our experiments,
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we obtain the orbital parameters of constellations we emu-
late from Hypatia (which has in turn obtained them from
the FCC or ITU filings made by the respective operators).

Given the above configuration, Stargaze generates the
state of each satellite using the two-line element format (a
space industry standard) [38], and the GS-to-Sat and Sat-
to-Sat connectivity. Stargaze also precomputes, using tools
from [37], all variations of link latency (propagation speed
is c, the speed of light in a vacuum), bandwidth and con-
nectivity before start-up, according to the configured emula-
tion timescale and timestep granularity (which essentially
updates on a per time-slot basis). This offline computation
improves emulation fidelity by ensuring that computational
overhead during the emulation itself is not affected by re-
computations of orbital properties.

3.2 Modular constellation slice emulation

To make emulation tractable for large LEO constellations,
Stargaze develops the ability to perform slice emulation within
constrained resources. Based on the user’s choice of geo-
graphic locations and emulation timescales, Stargaze only
emulates a target subset of devices within that constellation
with guaranteed emulation fidelity. In other words, constella-
tion slices that are not “visible” to the user are obviated from
the emulation. Stargaze also provides a modular user API to
accept user-defined reconfiguration and monitoring tasks.
The architecture of Stargaze adopts a modular organization,
so that new emulation features can be easily developed and
added to the platform over time. For instance, Stargaze cur-
rently uses separate runtime reconfiguration modules for ISL
topology, latency and bandwidth; Stargaze also implements
a modular telemetry module for traffic monitoring at each
emulated node. Under the hood, the emulated environment
mainly consists of the following components:

VM-based emulation: Stargaze runs on a local Kubernetes
(k8s) cluster, where each VM (managed by KVM) corresponds
to a device (e.g., a LEO satellite, user device, or GS). k8s in-
stantiates the nodes when bootstrapping based on the con-
figuration. Each VM has vCPUs that are pinned to distinct
non-overlapping cores, and to a single non-uniform memory
access (NUMA) node whenever possible.

Mobile constellations: Unlike GEO satellites, LEO satellites
are in constant motion relative to the Earth, which results
in variability in both GS-to-Sat and Sat-to-Sat connectivity.
To address this, the VM-to-VM topology mirrors the ISL and
GS-to-Sat link topologies defined in the initialization script.
Each link consists of a virtual interface between two VMs,
and they are connected to corresponding TAP interfaces
managed by KVM and a single Linux virtual bridge. Mobility
of satellites in the space environment is abstracted away
from the user, i.e., the user only needs to provide constella-
tion parameters in the initialization script, and Stargaze will
automatically supply fluctuations in link availability, latency,
and bandwidth that vary across time. Under the hood, Linux
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tc is used to periodically and dynamically set these values
based on the aforementioned precomputed values.

Constellation reconfiguration and monitoring: Stargaze
provides a modular user API that performs reconfigurations
and monitoring. For instance, users can initiate runtime ISL
topology reconfigurations. This includes installing or tearing
down links dynamically, while ensuring that the properties
of these new links (e.g., latency) are updated correctly in sub-
sequent timesteps. Since this is abstracted as an API function
call, users can create scripts that automate the process of
reconfiguring arbitrary groups of links for experimentation
purposes. (This feature is utilized in our case study described
in Section 4.) Similarly, they can extract metrics, e.g., inter-
face traffic, from the monitor through the modular user API
for their own use or for use by satellite applications.

Constellation manager: Stargaze exposes a constellation-
wide management interface at eth@ of each node within
the cluster, for reconfigurations that do not affect the space
environment directly, e.g. setting emulation epochs, turn-
ing tc off manually or restarting it for debugging purposes,
instantiating new system containers, updating VM configu-
ration files, and retrieving system log files. The constellation
manager also ensures the correctness of our emulation prop-
erties at the initial bootstrap stage, and during subsequent
runtime reconfigurations; these are specified by the user as a
collection of modular rules, e.g., only ISLs that continuously
(during the entire emulation timescale) stay at or above a
certain altitude are permissible.

4 Emulating constellation DDoS attacks

This section showcases the capabilities of Stargaze in a case
study that aims to analyze the effects of a DDoS attack in a
LEO constellation, as well as to evaluate two countermea-
sures based on unique features of current LEO constellations.
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4.1 Emulating ISL link-flooding attacks

Our case study first considers Icarus’ [28] single shortest-
path routing attack targeted at single ISL links. In this attack,
the adversary starts by gathering public knowledge about a
constellation’s satellite positions [8] and assumes a +grid ISL
topology, to create a connectivity graph. Armed with this
information, the adversary then crafts traffic patterns that
are able to disrupt an ISL’s connectivity, while minimizing
the amount of traffic required for a successful attack. In our
evaluated scenario, using slice emulation, we emulate two

ground stations in Paris and Madrid, respectively, with a

cluster of six satellites above them, obtained from Starlink’s

first shell. 100 Mbps of benign traffic is then transmitted

between the two ground stations via the LEO constellation.
The attacker initiates an ICMP echo request flooding attack;

in the absence of link-flooding defenses, she is able to con-
gest the target link with the malicious traffic, reducing the

throughput of benign traffic to close to zero (Figure 3).

4.2 Emulating ISL link-flooding defenses

Icarus implicitly assumes a static +grid ISL topology, where
the configuration/connection between satellites is fixed. Us-
ing the Stargaze emulator, we explore two defenses against
Icarus that leverage flexible constellation topologies and
satellite-based ISL telemetry information: load-aware dis-
persion, as demonstrated in Ripple [78] and dynamic link
expansion, a new defense. By choosing these defenses, we
demonstrate the flexibility of the Stargaze platform in sup-
porting experimentations with known and new defense tech-
niques. Both defenses work by removing congestion at the
target links so that the link flooding becomes less effective.
Load dispersion: Ripple [78] is a rerouting-based defense
that disperses extra traffic from the congested links to other
places in the network, thereby relieving the congestion and
reducing attack effectiveness. We emulate this by installing
local monitors at each satellite, which continuously monitor
traffic loads in the last epoch, and communicates the latest
results to a designated central node (satellite), which will
compute the least-utilized paths to other satellites to avoid
a statically configured route. Figure 4 shows the defense ef-
fectiveness. At t=6s, the defense is activated, and the normal
traffic throughput is successfully brought back to 100 Mbps.

Link expansion: This defense works by dynamically re-
allocating an extra ISL link to the attack target, therefore
expanding the link and doubling its bandwidth. The newly
expanded link is no longer a bandwidth bottleneck on this
topology, so this drastically degrades the attack strength. The
monitoring modules are similar as in the previous defense,
but the defense actions leverage the topology reconfigura-
tion capability of the emulator. It doubles the bandwidth that
is required for launching a successful attack, by taking away
bandwidth from other parts of the network. As seen in Fig-
ure 4, at t=5s, the defense is activated and link expansion is
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Figure 4: The link expansion defense (same setup).

initiated. This triggers an ISL reconfiguration by establishing
a new ISL link between the two end-nodes (satellites) of the
link, while disconnecting an existing link that is not under
attack. The number of ISLs per satellite remains fixed at an
upper bound of four. We set the link expansion setup delay
at three seconds (similar to delays observed in [9, 63]). We
observe that this brings down the attack strength to a similar
degree as in Ripple, recovering normal traffic throughput.

5 Future Work

As future work, we envision the development of additional
emulation modules that will enable practitioners to leverage
Stargaze to experiment with a myriad of advanced security
scenarios in LEO satellite constellations. Examples include
a) a crash fault module, responsible for emulating satellite
crash faults, ISLs failures and/or disconnection [74]; b) a
Byzantine fault module, responsible for emulating rogue
satellites, e.g., targeted by malware infections [58], and; c)
a satellite maneuvering module, responsible for emulating
satellite steering capabilities to dodge space debris [1] or
re-arrange a satellite’s position in orbit [11]. These modules
will allow the community to experiment with, for instance,
new fault-tolerance models tailored for a range of LEO con-
stellations deployments, or to study the effects of satellite
maneuvering on ISL reliability.
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